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ABSTRACT: The National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center re-
cently began issuing new multiple long-lead outlooks of meteorological probabilities. Operational hydrology
approaches for generating probabilistic hydrological outlooks must be compatible with these meteorological
'outlooks yet preserve spatial and temporal relationships observed in past meteorology. Many approaches, how-
ever, either limit the use of historical data to be compatible with meteorological outlooks or limit compatibility
with the outlooks to allow fuller use of historical data. An operational hydrology approach that uses all historical
data while remaining compatible with many of the new long-lead outlooks, in order of user priority, is described
here. The approach builds a hypothetical very large structured set of possible future scenarios, to be treated as
a "sample" from which to estimate outlook probabilities and other parameters. The use of this hypothetical set
corresponds to the weighted use of a scenario set based on historical data. The determination of weights becomes
an optimization problem for the general case. An example illustrates the concepts and method.

MAKING PROBABILISTICOUTLOOKS

Meteorological Probability Outlooks

Advances in long-range forecasting techniques recently en-
abled useable climate predictions beyond the previous 90-day
limit. The National Oceanic and Atmospheric Administration
(NOAA) Climate Prediction Center now provides each month
a "Climate Outlook," consisting of a one-month outlook for
the next month and 13 three-month outlooks, going into the
future in overlapping fashion in one-month steps. Background
and recent history on seasonal forecasting are provided else-
where (Barnston et al. 1994; van den Dool 1994; Livezey
1990; Wagner 1989; Epstein 1988; Ropelewski and Halpert
1986; Gilman 1985).

The forecasts in the "Climate Outlook" are formed by a
combination of methods. For U.S. air temperature and precip-
itation forecasts, these methods include: (1) Canonical cor-
relation analysis (Barnston and Ropelewski 1992) relating
spatial anomalies of sea surface temperature, Northern Hemi-
sphere 700 mb height, and the U.S. surface climate; (2) use
of observed interannual persistence of anomalies (Huang et al.
1994); and (3) forecasts from six-month general circulation
models driven by sea surface temperatures [a set persisted
from one half-month earlier and a set assembled from coupled
ocean-atmosphere model runs (Ji et al. 1994)]. The general
circulation model is a version of the National Meteorological
Center medium range forecast model with special develop-
mental emphasis on tropical processes.

Each outlook estimates probabilities of average air temper-
ature and total precipitation falling within preselected value
ranges. The value ranges (low, normal, and high) are defined
as the lower, middle, and upper thirds of observations over the
period 1961-90 for each variable. The climate outlooks pre-
sume that one of only four possibilities exist for the probabil-
ities for each variable: (1) The probability of being in the high
range exceeds one-third and the probability of being in the
low range is reduced accordingly (it remains at one-third for
the normal range), referred to as being "above normal"; (2)
the probability of being in the normal range exceeds one-third
and the probabilities of being in the low and high ranges are
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reduced accordingly and are equal, referred to as being "nor-
mal"; (3) the probability of being in the low range exceeds
one-third and the probability of being in the high range is
reduced accordingly (it remains at one-third for the normal
range), referred to as being "below normal"; or (4) skill is
insufficient to make a forecast and so probabilities of one-third
in each range are used, referred to as "climatological."

Hydrological Probability Outlooks

Users of these climate outlooks can interpret the forecast
probabilities in terms of the impacts on themselves through
"operational hydrology" approaches. Possibilities for the fu-
ture are identified, which resemble past meteorology (preserv-
ing observed spatial and temporal relationships) yet are com-
patible with the climate outlooks. Some operational hydrology
approaches consider historical meteorology as possibilities for
the future by segmenting the historical record and using each
segment with models to simulate a hydrological possibility for
the future. Each segment of the historical record then has as-
sociated time series of meteorological and hydrological vari-
ables, representing a possible "scenario" for the future. The
approach can then consider the resulting set of possible future
scenarios as a statistical sample and infer probabilities and
other parameters associated with both meteorology and hy-
drology through statistical estimation from this sample (Croley
1993; Croley and Lee 1993; Croley and Hartmann 1990; Day
1985; Smith et al. 1992). Other operational hydrology ap-
proaches use time series models of the historical data to
generate the "sample." This increases the precision of the
resulting statistical estimates, since large samples can be gen-
erated, but not the accuracy. Use of the historical record to
directly build a sample for statistical estimation avoids the loss
of representation consequent with the use of time series mod-
els, but requires a sufficiently large historical record.

The operational hydrology approach uses statistical sam-
pling tools as if the set of possible future scenarios were a
single "random sample" (i.e., the scenarios are independent
of each other and equally likely). This means that the relative
frequencies of selected events are fixed at values different
(generally) from those specified in climate outlooks. Only by
restructuring the set of possible future scenarios can we obtain
relative frequencies of selected events that match climate out-
looks. This restructuring violates the assumption of indepen-
dent and equally likely scenarios (no random sample) from the
point of view of the historical record (a priori information).
However, the restructured set can be viewed as a random sam-
ple ("posterior" information) of scenarios conditioned on cli-
mate outlooks. There are many methods for restructuring the
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set of possible future scenarios (Croley 1993; Day 1985; In-
gram et al. 1995; Smith et al. 1992).

BUILDING A STRUCTURED SET

In building an operational hydrology set of pos.sible future
scenarios from which to estimate probabilities and other pa-
rameters associated with various meteorological and hydrolog-
ical variables, consider constructing a structured set that, when
treated as a statistical sample, guarantees that probability es-
timates for certain variables match a priori settings. That is,
we can build a structured set of possible scenarios that gives
relative frequencies of average air temperature and total pre-
cipitation (over various times in the scenarios) satisfying the
a priori settings of the climate outlooks. We can. arbitrarily
construct a very large structured set of size N by adding (du-
plicating) each of the available scenarios (in the original set
of n possible future scenarios); each scenario numbered i (i =
I, . . . , n) is duplicated r; times. By judiciously choosing these
duplication numbers (rl>r2, . . . , rn),it is possible to force the
relative frequency of any arbitrarily defined group of scenarios
in the structured set to any desired value. For example, sup-
pose only five of 50 (10%) 12-m<;>nthscenarios beginning 'in
June have an average June air temperature exceeding 30"<:,
and our a priori setting (from a climate outlook) for this ex-
ceedance is 20%. We could repeat each of these five scenarios
nine times and repeat the other 45 scenarios four times to build
a structured set. This structured set of size 225 (=5 X 9 + 45
x 4) would then have a relative frequency of 20% of average
June air temperature exceeding 30°C (5 X 9)/225 = 0.2). For
sufficiently large N, we .can approximate a priori settings at
any precision by using int~ger-valued d~plication numPers, ri'
In addition

n

2: ri =N
....

The building of a structured set in this manner to match a
priori settings is one of many arbitrary possibilities, but is
suggested by con~idenitions o~constraints on estimated prob-
ability distribution,s for a single variable; see Appendix I.

By treating the N scenarios in the very large structured set
as a statisticai sample, we can estimate probabilities and cal-
culate other parameters for alI variables. In particular, consider
any variable X (either historical meteorological or simulated
hydrological); e.g., X might be July-Aug~st-September total
precipitation, end-of-August s,oil moisture storage, \yater sur-
face temperature on day 55, or average June air temperature.
We denote the event that a variable X is less than or equal to
a value x as {X :s x} and the probability of this event as P[X
:S x]. This probability is estimated, when considering the very
large structured set as a statistical sample, by the "relative
frequency" of the event in the structured set. The relative fre-
quency of event {X :S x} is just the number of scenarios in
which the event occurs divided by the set size N

P[X :S x] =2:1., {} == {klx~ :S x} (2)keo N

where p[ ] =a probability estimate; and xf =value of variable
X for the kth scenario in the very large structured set of N
scenarios. [Read the set notation in (2) as "0 is alI values of
k such that xf :S x."] Actually, there are only n different val-
ues of X (x7, i = I, . . . , n) since these n values were dupli-
cated, each by a number ri' to create N values in the very large
structured set. We can rewrite (2) in tenns of the original set
of possible future scenarios, for any variable X

. "" r.

P[X :S x] = L.J...!.' {} =={ilx7 :S x}ieO N
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Furthennore, we can write other estimators (defined over
the large structured set of scenarios as if it was a statistical
sample) in tenns of the original set. Consider the -y-probability
quantile for variable X, ~~; it is defined by

P[X :S ~~] =-y (4)

The -y-probabilityquantile, ~~,is estimated when considering
the structured set as a statistical sample, by the mth order sta-
tistic, y~, where m = -yN.Order all values of X in the very
large structured set (xf, k =I, . . . , N) from smalIest to largest
to define the order statistics (y~, m = I, . . . , N). The proba-
bility estimate is then

. N m
P[X:S Y..}= -, m = I, . .. , NN

(5)

where y~ = x~..);and k(m) = number of the value in the struc-
tured set corresponding to the mth order. [For example, if the
third value in the structured set, x~, was the largest (yZ =
x~), then keN) = 3]. Alternatively, (5) can be written as fol-
lows:

.~ 1,
P[X :S x~..)] =L.JN-, m =I, . : . , N

1-1
/(6)

In tenns of order statistics for the original set (yj, j = I,
. . . , n), there are ri(j) identical values of yj in the very large
structured set where i(j) is defined similarly to k(m) but for
the original set in which j = I, . . . , n and yj =X~j)' Eqs. (5)
and (6) may be rewritten in tenns of the original set of possible
future scenarios (for any variable X)

, J ,

A '<: n _' -<.n _"" ri(/) "_r[X - YJ]- P[X - Xi(j)]- L.J ,J - I, . . . , n
/_1 N

(7)

(1) Likewise, the sample mean and vari~ce of variable X over
the structured set.i and S2, respectively, become, in tenns of
the original set

N n

_ 1"" N I"" n

x = "N L.J x. ="N L.J riXi.bit i-I
,(8a)

1 N 1 n

S2 = - 2: (x~ - i)2 =- 2: ri(x7 - .i)2N ... N i_I
(8b)

Rewriting (3), (7), and (8)

p[X:S x] =.! 2: Wi' {} == {ilx7 :S x}n ieO

1 J
P[X :S yj] = - 2: wj(/), j = 1, . . . , nn 1-.

(9a)

(9b)

_ I ~ n S2 1 ~ n - 2
X =- L.J WiXi; =- L.J wj(x; - x)n ;'1 n ial

(9c,d)

where

n

Wi="Nr;
(10)

Note that

n

2: Wi =n
i_I

(11)

(3)

and if all WI = 1, then (9) gives contemporary (unstructured)
estimates from the original set, treated as a statistical sample.
Other statistics can be similarly derived.

Eq. (9a) is functionalIy the same as that presented by Smith
et al. (1992); here, the fulI development of statistic weights,
including resampling and empirical distribution material, is



Method I: Strictly Positive Weights
(Use All Historical Time Series)

i~OTE':'"F~a;" ref;rsto;;;c~
tion of all (remaining) apriori settings ~
and positivity constraints (Method I) or .
non-negativity constraints (Method II).

tit "..." 4.

no

Method II: Non-Negative Weights
(Maximize Use of Apriori Settings)

FIG. 1. Procedural Algorithms for Determining Physically Relevant Weights

TABLE 1. Meteorological Quantlles on Lake Superior Basin.
for Selected Periods

"Estimated from 1961-90 daily data over the Lake Superior Basin
from 230 meteorological stations Thiessen averaged spatially (Croley and
Hartmann 1985).

presented and extended for other statistics. Smith et al. used
climatic indices from long-range forecasts to set their weights
subjectively. Here, we will set the weights objectively to match
a priori climate outlook probability settings. Appendix I con-
tains an example for matching a single set of a priori settings
of probabilities by finding appropriate values of the weights,
Wi' A more general approach for matching multiple settings
follows.

CONSIDERING MULTIPLE OUTLOOKS

Now consider the case of multiple a priori settings (from a
climate outlook) with which to match relative frequencies. For
example, consider the settings from the new NOAA Climate
Prediction Center "Climate Outlook"

P[T, > T,.0.667]=a" g =1, . . . , 14 (l2a)

P[T,S T,.o,m] =b" g = 1,. . . , 14 (l2b)

P[T,.O,333< T, S T,.0.667]= 1 - a, - b" g = 1, . . . ,14 (l2c)

p[Q,> 9,.0,667]= e" g = 1, . . . , 14 (l2d)

p[Q,S 9,.0.m] =d" g = 1, . . . , 14 (l2e)

p[9,.0.333< Q, s 9,.0.667]=1 - e, - d" g = 1, . . . ,14 (12j)

where T, and Q, = average air temperature and total precipi-
tation,respectively,overperiodg (g = 1correspondsto a one-
month period, and g = 2, . . . , 14 corresponds to 13 successive
overlapping three-month periods); T,.'Yand 6,.'1=temperature
and precipitationreference'Y-probabilityquantilesfor period
g, respectively; and (a" b" e" and d" g = I, . . . , 14) = outlook
settings. By definition, the reference 'Y-probabilityquantiles
are estimated from the 1961-90 historical record for each pe-
riod g. To illustrate (12), consider the June 1995 "Climate
Outlook"; there is a one-month June outlook (g =1 or "Jun")
and 13 three-month outlooks successively lagged by one
month each (g = 2 or "June-July-August" or "JJA," and g
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Temperature Quantlles Precipitation Quantlles

Tg,O.333 Tg,O.887 ag.O.333 ag.0.887

Period,g eC) (OC) (mm) (mm)
(1) (2) (3) (4) (5)

Jun 13.38 14.43 69 106
JJA 15.18 16.29 242 295
JAS 14.49 15.12 240 299
ASO 10.32 11.18 253 282
SON 4.08 5.02 206 247
aND -3.40 -2.09 178 216
NDJ -10.30 -9.27 157 190
DJP -14.19 -12.71 135 151
JFM -12.68 -10.75 121 135
FMA -6.86 -4.52 123 146
MAM 0.88 2.13 154 177
AMJ 8.03 8.55 197 230
MJJ 13.04 13.51 234 267



8Probability (PT and PQdesignate temperature and precipitation probabilities, respec-
tively) in excess of 33% in low interval (2elow normal), in mid interval (normal), or in
high interval (!bove normal); "no forecast" is indicated by "0 c" (£Iimatological).

bprobabilities over the Climate Prediction Center's corresponding interval definitions.
Probabilities expressed as percentages do not appear to sum to unity because of the
two-digit round-off used here.

FIG. 2. NOAAClimate Prediction Center June 1995 Climate Outlook Probabilities for Lake Superior Basin

= 3, 4, . . . , 14 or "JAS," "ASO," ..., "JJA," respectively).
Eqs. (12c) and (I2f) are redundant with the rest of (12) be-
cause relative frequencies sum to unity

P[T, s T,.O.333]+ P[T,.0.333< T, S T"O.667]

+ P[T, > T,.0.667]= I, g = I, . . ., 14

P[Q, S 6,.0.333] + ,6[6',0.333< Q, s 6,,0.667]

+ P[Q, > 6,.0.667]= I, g = I, . . ., 14

(l3a)

(l3b)

Therefore, there are four independent settings in (12) for each
of the 14 climateoutlooksfor a total of 56, if all outlooksare
used.

Rewriting (12) and (13) in light of (9a)

2: WI =a,n, A, Ei {ilt,J > T,.0.667},g = I, . . . ,14 (14a)
lEA,

2: WI =b,n,B, a {ilt',1S T"O.333},g = I, . . . ,14 (14b)
IEB,

2: WI = c,n,C, a {ilq'J> 6"O.667},g =I, . . . ,14 (l4c)
IEC,

2: WI =d,n, D, a {ilq'J S 6"O.333}'g =I, .. . ,14 (l4d)
lED,
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n

2: WI =n
1-1

(l4e)

where t,J and q,J =average air temperature and total precipi-
tation, respectively, over period g of scenario i. Alternatively,
(14) can be written as follows:

n

2: ak,lwl =eb k =I, ...,57
1-1

(IS)

where ak,i =0 or 1 corresponding to the exclusion or inclusion,
respectively, of each variable in the foregoing sets; and et =
climate outlook relative frequency settings specified in (12)
times the number of available scenarios

Ordinarily, all of the Climate Prediction Center climate out-
looks may not be used, in which case simply write (15) as

Period, PT8 PQ8 Temperature Probabilitiesb Precipitation Probabilitiesb

g (_00, 'f"O.333] ('f"O.667, 00) (000, 9,,0.333] (9,,0.667, 00)

('f"O.333, 1',,0.667] (9,,0.333,9,,0.667]

(1 ) (2) (3) (4) (5) (6) (7) (8) (9)

Jun'95 Dc Dc 33 33 33 33 33 33

JJA '95 Dc Dc 33 33 33 33 33 33

'i - ...-
JAS '95 Dc 3 I >:35 ' 3 33 33 33.,.

ASO '95 Dc Dc 33 33 33 33 33 33

SON '95 J,j Dc 36 '3$ b I 33 33 33- " . , ---'.

OND '95 Dc Dc 33 33 33 33 33 33

NDJ '95 Dc Dc 33 33 33 33 33 33

DJF'95 "eJ .t6 11
I """

V,:-:J'ff: Dc "aa:";;'1 33 33 33I....,.. ........ a.....:..,.....;.l;.;- IP. .....,

-3 -t -3S""" .....43.....,38-1 -:23-..:JFM '96 .ift 3t .,;,;..,. - .... ......IiIiII....

- --1
--- - i ..,;

FMA '96 Dc :; 1>33" I ..3It..ji:1 33 33 33. c. I _t,_; . .i-

MAM '96 Dc '... aQ'.1 I........i'c.'t. 1...i$.iJ 33 33 33,..'.1<¥'".' .:K"'";",/...,%..t, . . '<oX .............

AMJ '96 Dc Dc 33 33 33 33 33 33

MJJ '96 Dc Dc 33 33 33 33 33 33

JJA '96 Dc Dc 33 33 33 33 33 33

et = atn, k = I, ..., 14 (l6a)

et = bt-14n, k = 15, . . . , 28 (l6b)

et = Ct-28n, k = 29, . . . , 42 (l6c)

et = dt-42n, k = 43, . . . , 56 (l6d)

tt =n, k = 57 (l6e)



8Period as selected (highlighted) in Figure 2.

bperiod renumbered by priority (1 E highest) as in (17).

Clnterval as defined in Table 1.

dCoefficients in (17) defined for each selected period, k, of the climate outlook, and for
each scenario, i, in the historical record.

FIG. 3'. Boundary Condition Eq. (17) for June 1995 Outlook on Lake Superior

"

L ak,lwl =eb k =1, . . . , m
1-1

(17)

where m :S 57, and the appropriate equations, corresponding
to the unused outlooks, are omitted. We must solve the equa-
tions in (17) simultaneously to find the weights.

Generally, m *-n and some of the equations may be either
redundant or nonintersecting with the rest and must be elim-
inated. (If m > n, then m - n of the equations must be either
redundant or nonintersecting. This corresponds to not being
able to simultaneously satisfy all climate outlook information
with fewer scenarios than there are outlook boundary condi-
tions.) Selection of some for elimination is facilitated by as-
signing each equation in (17) a priority reflecting its impor-
tance to the user. [The highest priority is given to the equation
in (17) corresponding to (14e), guaranteeing that all relative
frequencies sum to unity.] Each equation, in priority order
starting with the next to highest priority, is compared to the
set of all higher-priority equations and eliminated if it is re-
dundant or does not intersect the set. By starting with the
higher priorities, we ensure that each equation is compared
with a known valid set of equations, and that we keep higher-
priority equations in preference to lower-priority equations.

Thus we can always reduce (17) so that m :S n. If m =n, then
(17) can be solved via Gauss-Jordan elimination as a system
of linear equations for the weights, WI'since the equations are
now independent and intersecting (in n-space). Otherwise, m
< n, and (17) consists of the remaining independent intersect-
ing equations.

There are multiple solutions to (17) for m < n, and the
identification of the "best" set of weights requires the speci-
fication of a measure for comparing the solutions. One such
measure is the deviation of the weights from unity, ~7.1 (WI -
1)2.Solutions of (17) that give smaller values of this measure
can be judged better than those that do not (and the resulting
very large structured set of scenarios is more similar to the
original set of scenarios in this sense). Other measures are also
possible, including those using other functions expressing de-
viation of the weights from a goal, or measures defined on the
resulting joint probability distribution function estimates
(looking at similarity in joint distributions between the very
large structured set and the original set). Here, it is judged
desirable to be as similar to the original set as possible, in
terms of relative frequencies of the selected events.

We can formulate an optimization problem to minimize the
foregoing deviation of weights from unity in selecting a so-
lution to (17)
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Period, kb Intervalc Inclusion in interval, ak," i = 1, ..., 45d
d

ek

8
g

(1 ) (2) (3) (4) (5)

JAS '95 2 ('t'k,O.667,00) 11001101000111010010011001OOOOOOOOO10001110100.32 x 45

JAS '95 3 (_00, 't'k,O.333] 001100101000001001010001101001010010010000001 0.32 x 45

SON '95 4 ('t'k,O.667,00) 1000011010101111000010110100010000011OOOOOOOO0.30 x 45

SON '95 5 (_00, 't't,O.333] 000100000oo1000001100000101010011000011001010 0.36 x 45

DJF '95 6 ('t'k,O.667,00) 100111110101100101001000001000011010001101111 0.34 x 45

DJF'95 7 (_00, 't'k,O.333] OOOOOOOO10100110101000010100111001OOOOOOOOOOO0.32 x 45

JFM '96 8 ('t'k,O.667, 00) 0001110001001001OOOOOOOO1000100010111110011110.35 x 45

JFM '96 9 (_00, 't't,O.333J 01OOOOOOOO 1000 10 1000010 10 1000 11 00 1OOOOOOOOOOO 0.31 x 45

JFM '96 10 (Ot,O.667,00) 1110111OOOOOOOOO111000110011101OOOOOOOO1100000.23 x 45

JFM '96 11 (_00, Ot,O.333J 00000oo11111101000010100000oo1000011011000111 0.43 x 45

FMA '96 12 ('t'k,O.667,00) 0001010001001OOOOOOOOOOO1000100010111110011110.34 x 45

FMA '96 13 (_00, 't'k,O.333J 01OOOOOOOOOOOOOO10 100 10101000 11 OOOOOOOOO10000 0.32 x 45

MAM '96 14 ('t'k,O.667,00) 001010100100010000010000100010001000111101111 0.36 x 45

MAM '96 15 (_00, 't'k,O.333J 0100010100010000101001110100001OOOOOOOOO10000 0.30 x 45

Entire 1 (_00,00) 111111111111111111111111111111111111111111111 1.00 x 45



TABLE 2. Climate Outlook Weights Using All Historical Time
Series"

'Solution of Eq. (18) with Fig. 3 coefficients and Method 1 in Fig. 1;
a priori settings for JAS, SON, DJF, and JFM temperature probabilities
are used and settings for FMA and MAM temperature probabilities and
JFM precipitation probabilities are unused.

.
min 2: (WI - 1)2;

/81

.
subject to et 2: at.lwi =e, k = I, . . . , m

/81

(18)

By defining the Lagrangian for this problem (Hillier and Lie-
berman 1969)

L =i (WI - Ii - i At (i ak,lWi - et) (19)
/81 tool /81

(where At =unit penalty of violating the kth constraint in the
optimization) and by setting the first derivatives of the La-
grangian with respect to each variable to zero

oL =2(wl - 1) - i Atak,1 = 0, i = I, ..., n (20a)
OWl tool

oL ~- = - L.J ak,lwl+ et = 0, k = I, . . . , m
OAt /81

we have a set of necessary but not sufficient conditions for the
problem of (18). Eqs. (20a,b) are linear and solvable via the
Gauss-Jordan method of elimination. Sufficiency may be
checked by inspection of the solution space in the vicinity of
the solution.

The solution of (18) may give positive, zero, or negative
weights, but only nonnegative weights make physical sense
and we must further constrain the optimization to nonnegative
weights. This can be done by introducing nonnegativity in-
equality constraints into (18), converting them to equality con-
straints by defining additional variables, redefining the La-
grangian in (19) in terms of these additional constraints and
variables, and determining the corresponding additional equa-
tions in (20). These additional equations would require enu-
meration of all zero points or "roots" of (20) (a root is a
solution with zero-valued weights). However, this is compu-
tationally impractical since it can involve the inspection of
many roots [e.g., for n =50, there are 2~ - 1 roots (>101')].
Furthermore, nonnegativity constraints can result in infeasi-
bility (there is no solution). In this case, additional lowest pri-
ority equationsmust be eliminatedfrom(17) to allowa non-
negative solution. The smallest number possible should be
eliminated so that as many of the a priori settings as possible
are preserved. Elimination of equations can proceed in a va-
riety of manners. If higher-priority equations were eliminated,
it might be possible to eliminate fewer equations. This.would

(20b)
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TABLE 3. Climate Outlook Weights Using All A Priori Climate
Settings"

'Solution of Eq. (18) with Fig. 3 coefficients and method 2 in Fig. 1;
all a priori settings in Fig. 3 are used.

involve further assessment of the importance of a small set of
high-priorityequationsversus a larger set of lower priority
equations, which is impossible to make in a general manner
for all situations. The following two methods provide system-
atic procedures for finding nonnegative weights through the
elimination of lowest-priority equations. They also avoid the
direct use of nonnegativity constraints in (18), thus avoiding
inspection of the large number of roots that can result.

The first method guarantees that only strictly positive
weights will result; this means that all possible future scenarios
are used (no scenario is weighted by zero and effectively elim-
inated) in estimating probabilities and other parameters. The
procedure is to solve (18) without additional "positivity" con-
straints (all weights are positive). If the solution also satisfies
the positivity constraints, then we also have a solution to the
further-constrained optimization problem, and we are finished.
If the solution does not satisfy all the positivity constraints,
then it cannot be an actual solution to the further-constrained
problem. This indicates some positivity constraints are active
in the actual solution and the constrained optimum may exist
only in the limit as some of the weights approach zero (non-
positive). We need not solve this further-constrained problem,
since that solution does not interest us. Instead, we remove
the lowest-priority equation (reduce m by one) in (17) and (18)
and resolve the optimization, repeating until we have a strictly
positive solution. Fig. 1 summarizes the procedural algorithm
for this method.

Alternatively, if we are willing to disallow some of the pos-
sible future scenarios (allow zero weights), then we can strive
to satisfy more of the a priori settings [more of the equations
in (17)] in the solution. In the second method, if negative
weights are observed in the solution of (18), we add zero con-
straints (Wi=0), corresponding only to those weights that are
negative, and solve this further-constrained problem. However,
introducing selected zero constraints will either eliminate some
a priori settings [equations in (17)] (because of infeasibility
but not because of redundancy) or it will not. If it does, the
solution to the further-constrained problem cannot.be feasible
in the predecessor problem. The method instead removes the
lowest-priority constraint in the predecessor problem (reduce
m by one) and resolves the optimization. It it does not (elim-
inatesomea priorisettings),thenthe optimumsolutionto the
further-constrained problem is feasible (and optimum) in the
predecessor problem, but new negative weights could be gen-
erated. If no negative weights are generated then we are fin-
ished. If some negative weights are generated, the process (of
adding selected zero constraints and solving the further-con-

Year Weight Year Weight Year Weight
(1) (2) (3) (4) (5) (6)

1948 0.444378 1963 0.259718 1978 1.527387
1949 1.659873 1964 1.527387 1979 1.112034
1950 1.089694 1965 1.112034 1980 1.459070
1951 0.927374 1966 1.183255 1981 1.527387
1952 0.150880 1967 1.089694 1982 0.157130
1953 0.259718 1968 0.982324 1983 1.007623
1954 0.450628 1969 1.659873 1984 1.545569
1955 0.335539 1970 1.192282 1985 1.675279
1956 0.528100 1971 1.104530 1986 1.459070
1957 0.688826 1972 1.675279 1987 0.335539
1958 1.636225 1973 1.098279 1988 1.083444
1959 1.105783 1974 1.112034 1989 0.921124
1960 0.259718 1975 1.621390 1990 0.688826
1961 0.521850 1976 1.536542 1991 0.921124
1962 1.104530 1977 1.104530 1992 0.157130

Year Weight Year Weight Year Weight
(1) (2) (3) (4) (5) (6)

1948 0 1963 0.450000 1978 1.269962
1949 1.060486 1964 1.269962 1979 1.919873
1950 0.312190 1965 0.424136 1980 1.813411
1951 1.008031 1966 1.808557 1981 1.279712
1952 0 1967 1.879379 1982 0.171944
1953 0 1968 1.912046 1983 0.911242
1954 0 1969 2.627675 1984 1.795797
1955 0.357372 1970 0 1985 1.875076
1956 1.137376 1971 0.379306 1986 1.884862
1957 0.977323 1972 1.803624 1987 0
1958 1.355692 1973 1.724416 1988 1.737354
1959 1.264911 1974 0.424136 1989 0.767599
1960 0.025845 1975 1.297178 1990 0.977323
1961 0.825493 1976 0.366735 1991 0.839051
1962 0.460508 1977 2.522282 1992 0.082140



TABLE 4. June 1995 Lake Superior Outlook of Monthly Total Net Basin Supply (mm)"

"Forecast nonexceedance quantiles, mean, and standard deviation are expressed as overlake depths. The quantiles are interpolated from Eq. (9b) and
the mean and standard deviation are from Eq. (9c,d), with the weights from Table 3. This hydrological outlook corresponds to the Climate Prediction
Center "Climate Outlook" for June 1995, using probability settings on temperature for periods JAS, SON, DJF, JFM, FMA, and MAM, and on
precipitation for the JFM period.

strained problem) can be repeated either until an optimum so-
lution is generated to the further-constrained problem that is
nonnegative or until a priori settings are eliminated. If the
latter occurs, the method removes the lowest-priority con-
straint in the predecessor problem (reduce m by one) and re-
solves the optimization. This process is repeated until we have
a nonnegative solution. Fig. 1 also summarizes the procedural
algorithm for this method.

EXAMPLE CONSIDERATIONOF MULTIPLE
OUTLOOKS

Consider the following example. The Great Lakes Environ-
mental Research Laboratory (GLERL) hydrology models are
to be used to estimate the 12-month probabilistic outlook of
net basin supply for Lake Superior beginning June 1995 by
using the NOAA Climate Prediction Center "Climate Out-
look" for June 1995. (Net basin supply is the algebraic sum
of overlake precipitation, lake evaporation, and basin runoff
to the lake.) The outlook will be made by identifying all 12-
month meteorological time series that start in June from the
available historical record of 1948-93; there are 45 such times
series for each meteorological variable. The time series for all
meteorological variables will be used in simulations with
GLERL's hydrology models and current initial conditions to
estimate the 45 associated time series for each hydrological
variable. Each set of historical meteorological and associated
hydrological time series, corresponding to each segment of the
historical record, represent a possible future scenario. The 45
scenarios will be used as a statistical sample in an operational
hydrology approach to make the probabilistic outlook. We will
incorporate the Climate Prediction Center "Climate Outlook"
by using selected period outlook settings as boundary condi-
tions in the determination of weights to apply to our scenario
set. We use these weights, through estimates from (9), to make
our probabilistic outlook.

We must begin by abstracting historical quantiles of air tem-
perature and precipitation for the Lake Superior basin; these
are presented in Table 1 for the periods of interest in making
the June outlook. These were estimated from the 1961-90
period in accordance with definitions provided by the Climate
Prediction Center for use of their climate outlooks. These
quantile estimates are the basis for interpretation of the Cli-
mate Prediction Center's climate outlooks.

The NOAA Climate Prediction Center "Climate Outlook"
for June 1995 (made May 18, 1995) over the Lake Superior

Basin is given in Fig. 2 in columns two and three. They are
interpreted, in accordance with specifications of the Climate
Prediction Center [and as described in the section on "Mete-
orological Probability Outlooks" and in the previous section;
see (12)], to construct the probabilities associated with the ref-
erence quantiles in Table 1; these are given in columns four
through nine in Fig. 2. The shaded entries in Fig. 2 denote
outlook probabilities designated as significant by the Climate
Prediction Center, who suggest that the remainder be estimated
from climatology since they have insufficient skill to make
outlooks in those cases.

The highlighted entries in Fig. 2 are used arbitrarily, in pri-
ority of their appearance, to make the hydrological outlook.
These seven outlook settings and the reference quantiles in
Table 1 are used with inspection of all 45 scenarios to con-
struct the 15 equations represented by (17) in Fig. 3. Table 2
presents the solution of these equations, found by minimizing
the deviation of weights from unity, as in (18), by using the
first procedural algorithm in Fig. 1 (using all scenarios). While
all 45 scenarios are used (all weights are strictly positive), not
all of the selected a priori climate settings can be used. The
temperature probability settings for JAS, SON, DJF, and JFM
were used while the temperature probability settings for FMA
and MAM and the precipitation probability setting for JFM
were unused.

Table 3 presents the solution of the equations with coeffi-
cients in Fig. 3, found by minimizing the deviation of weights
with unity, as in (18), by using the second procedural algo-
rithm in Fig. 1 (maximizing use of the a priori climate outlook
settings). All seven a priori climate settings, highlighted in Fig.
2, can be included. Table 3 shows that six weights were as-
signed values of zero to enable this inclusion. This means that
the scenarios starting in June 1948, 1952, 1953, 1954, 1970,
and 1987 are unused in the ensuing probabilistic outlook.

Finally, as an example for one hydrological variable, the
probabilistic outlook for net basin supply (NBS), over the 12
months from June 1995 through May 1996, is given in Table
4. There were 45 values of monthly NBS, corresponding to
the 45 scenarios used in the simulation, for each of the 12
months. Each value was multiplied by its respective weight
from Table 3, as in (9), to compute various statistics for the
probabilistic outlook each month. Selected quantiles from the
forecast NBS probability distribution and the mean and stan-
dard deviation for each month of the outlook are displayed in
Table 4. Since the weights of Table 3 were used, the proba-
bilistic outlook in Table 4 represents use of all selected a priori
climate outlook settings.
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Quantlles
Standard

Month 1% 5% 10% 20% 50% 80% 90% 95% 99% Mean deviation
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

June 1995 88 99 103 108 149 167 185 188 198 141 30
July 1995 68 80 92 101 114 142 153 166 180 120 26
August 1995 22 44 55 82 95 131 137 151 183 102 35
September 1995 -14 -5 1 39 65 109 137 157 176 75 47
October 1995 -14 -5 7 23 46 77 89 93 102 49 30
November 1995 -58 -42 -18 -14 2 30 59 66 86 10 33
December 1995 -65 -59 -50 -39 -28 -15 -1 2 16 -26 18
January 1996 -77 -65 -50 -40 -23 -15 6 8 13 -25 20
February 1996 -55 -37 -27 -22 -14 13 21 26 58 -6 23
March 1996 -27 -25 -7 5 21 59 82 92 115 34 36
April 1996 41 62 75 87 120 151 164 173 177 121 32
May 1996 94 100 104 127 159 192 228 234 246 162 42



CONCLUSIONS

The operational hydrology approach described here uses all
(method 1) or most (method 2) historical information while
preserving many of the long-term meteorological probability
outlooks provided by NOAA's Climate Prediction Center.
Some other approaches severely limit the use of historical data
to be compatible with climate outlooks or use all historical
data only by ignoring these outlooks. The use of a hypothetical
very large structured set of scenarios (matching climate out-
looks) to estimate hydrological outlook probabilities corre-
sponds to the use of the weighted original set of possible future
scenarios estimated from the historical record. (Each scenario
consists of an actual segment of the historical meteorological
record and its associated hydrological transformation made
with appropriate models.) The building of this hypothetical
very large structured set is an arbitrary concept that was useful
in defining the weights. The National Weather Service is now
considering weighting methods for their Extended Streamflow
Prediction (ESP) operational hydrology approach (Day 1985;
Smith et al. 1992) that couple historical time series of precip-
itation with precipitation forecasts (Ingram et al. 1995).

Still other approaches use time series models, fit to historical
data, to generate a large sample, increasing precision but not
accuracy in the resulting statistical estimates. Direct use of the
historical record to build a sample avoids the loss of repre-
sentation consequent with time series models. In addition, it
may not be clear how to modify time series models to agree
with climatic outlooks and still be representative of the un-
derlying behavior originally captured in the time series mod-
els. Nevertheless, if time series models are used in building
the sample, weighting of this sample, in the manner described
here, to agree with climatic outlooks is straightforward and
still could be used.

The determination of these weights involves several choices
also made arbitrarily here. For example, the weights could be
determined directly from multiple climate outlooks, as exem-
plified in Appendix I for a single climate outlook. This would
involve restrictions on the multiple climate outlooks not con-
sidered in this paper. The formulation of an optimization
problem, used here, allows for a more general approach in
determining these weights in the face of multiple outlooks.
However, this formulation also involves arbitrary choices, the
largest of which is the selection of a relevant objective func-
tion. As mentioned earlier, other measures of relevance of the
weights to a goal are possible and could require reformulation
of the solution methodology. An early approach, not reported
here, minimized the sum of squared differences between the
relative frequencies associated with the bivariate distribution
of precipitation and temperature before and after application
of the weights. The goal was to make the resulting joint dis-
tribution as similar as possible to that observed historically
while making the marginal distributions match the climate out-
looks. Unfortunately, the method was intractable for consid-
eration of more than one climate outlook.

Also not reported in this paper was an effort where consid-
eration was made of linear objective functions; the weights
were linearly related to a goal of making them as close as
possible to unity. This was an effort to make the optimization
problem amenable to linear programming solution methodol-
ogies. That way, additional constraints on the weights for pos-
itivity or nonnegativity could be added directly to the opti-
mization and evaluated systematically. The Simplex method
(Wagner 1975) was used to solve the resulting linear optimi-
zation problem. However, the large number of roots conse-
quent in practical problems for a nonunique optimum still ren-
dered the solution computationally intractable. Nevertheless,
this formulation could be used in the manner described for the
solution to (20) (where positivity or nonnegativity constraints
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are considered systematically outside of the optimizations)
without loss of generality, if a linear objective function was
deemed more suitable in an application.

An important advantage associated with the computation of
a weighted sample in the operational hydrology approach de-
scribed here, and as with ESP, is the independence of the
weights and the hydrology models. After model simulations
are made to build a set of possible future scenarios for anal-
ysis, several probabilistic outlooks can be generated with
weights corresponding to the use of different climate outlooks,
different methods of considering the climate outlooks, and al-
ternative selections of just which of the 14 outlooks that are
available each month to use. In making these alternative anal-
yses and weights (re)computations, it is unnecessary to redo
the model simulations to rebuild the set. This is a real savings
when the model simulations are extensive, as is the case with
Great Lakes hydrological outlooks. This also enables efficient
consideration of other ways of using the weights to make prob-
abilistic outlooks. For example, our use of nonparametric sta-
tistics in (9) restricts the range of any variable to that present
in the historical record or in their hydrological transformations.
An alternative that does not restrict range in this manner is to
hypothesize a distribution family (e.g., normal, log-normal,
log-Pearson type III) and to estimate its moments by using
sample statistics defined analogously to those in (9). The de-
tractor for parametric estimation is hypothesizing the family
of distributions to use.

Most significantly, the method allows joint consideration of
multiple meteorological outlooks defined over different lengths
and periods of time. It can be easily extended to incorporate
consideration of six- to 14-day outlooks, for which there is
relatively greater skill, as well as other period outlooks.

Computer code is available, to make all computations (out-
side of the hydrological modeling), for use by others in util-
izing the NOAA Climate Prediction Center "Climate Out-
look." The code finds all necessary reference quantiles, for
using a climate outlook, from a user-supplied file of historical
daily air temperature and precipitation, sets up all equations in
(17), formulates the optimization problem of (18), and per-
forms the sequential optimizations [solutions of (20)] with ei-
ther method in Fig. 1 (either use all historical data or maximize
use of a priori climate outlook settings). The code is available
both as a stand-alone FORTRAN implementation, for use un-
der a variety of operating systems, and as a specially designed
user interface Windows application. The latter also allows
readily understandable user interpretation of the NOAA Cli-
mate Prediction Center's "Climate Outlooks" and easy user
assignment of relevant priorities.
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APPENDIXI. ALTERNATIVECONSIDERATIONOF A
SINGLECLIMATEOUTLOOK

Consider probability estimates for a single variable that
match a priori settings. For example, suppose that our a priori
settings for average temperature during the June-July-August
climate outlook (or JJA) TUAare a 38.3% chance of exceeding
the 66.7% quantile (determined for JJA within 1961-90)
TUA.O.667'a 28.3% chance of not exceeding the 33.3% quantile
TUA.O.333,and a 33.4% chance of being between the two

P[TUA > TUA.O.667]=0.383, over the upcoming outlook period
(21a)

P[TUA S TUA.o.m]=0.283, over the upcoming outlook period
(21b)



P[TIIA,O.333 < TIIA :S T"A,O.667] =0.334,

over the upcoming outlook period (21c)

where P=relative frequency, used as a probability estimate;
and the quantilesare definedfromhistoricaldata

P[TIIA :S TIIA,O.667]=0.667, over the historical 1961-90 period
(22a)

P[TIIA :S T"A,O.m]= 0.333, over the historical 1961-90 period
(22b)

We will construct a very large structured set, of size N, of
scenarios with relative frequencies satisfying (21) by dupli-
cating original scenarios, such that

Nu A

Ii = r[TIIA > TIIA,O.667]=0.383.
(23a)

NL A

N =r[TIIA :S TIIA,o.m] =0.283 (23b)

N - Nu - NL =P[TllA,O.333< TIIA :S T"A,O.667]=0.334 (23c)

where Nu =number of scenarios with TllA > TllA.O.667;and NL
=number of scenarios with T"A :S T"A.O.333'The original sam-
ple of n scenarios has nu scenarios with TIIA> T"A.O.667and nL
scenarios with TllA :S T"A.O.333'Each of the nu scenarios will
be duplicated Nulnu times and each of the nL scenarios will
be duplicated NLlnL times. By making the structured set suf-
ficiently large, the approximations in (23) can be made as close
as desired. In the limit, as the integers N, Nu, and NL grow,
the approximations in (23) approach equalities.

Of the original n scenarios, the ith scenario is repeated rl
times, where

rl =NL, V iIll1A,1 :S T"A,O.333
nL

(24a)

Nu u .
,r,= -, y I lI1AJ> T"A,O.667

nu
(24b)

- N - Nu - NL, V iITIIA,o.333< IliA,' :S T"A,O.667r, - n - nu - nL
(24c)

where I"A.'=average JJA air temperature in scenario i. For N
sufficiently large, each ratio, rl' is an integer if the probability
estimate settings are specified only to a fixed number of digits.
Statistics can be written as functions of either the very large
structured set (x~, . . . ,xZ), or the original set (x~, . . . , x,:).
For example, the structured sample mean and variance, x and
S2, respectively, are

I N l' I .- ~N ~. ~.x =-
N L.J Xk =N- L.J r,xl =- L.J WIXI

tool /wI n /wI
(25a)

1 N 1 . I .
S2 =- 2: (x: - X)2 =- 2: r,(x7 - X)2 =- 2: w,(x7 - X)2

N tool N /wI n /wI

(25b)

where

WI =N!:rl =0.283 .!!..,V illl1A.i :S TIIA,O.333 (200)
nL

W, = !: r,= 0.383 .!:., V iIIliA" > TIIA,O.667
N nu

(26b)

n n.
WI=-

N rl =0.334 , V ,I TIIA.O.333< l11A.1:S TIIA.O.667
n - nu - nL

(26c)

If the period 1961- 90 was also our entire historical record
then, by definition, nLln = 0.333 and nu1n = 0.333. Therefore

WI = 0.283/0.333 = 0.850, V il (IIA,':S TIIA.O.333

W, = 0.383/0.333 = 1.150, V i I(IIA.' > TIIA.O.667

(27a)

(27b)

W, =0.334/0.334 = 1.000, V iITIIA.O.333< 111M :S T"A.O.667 (27c)

Other statistics can be similarly derived. Furthennore, the
preceding development can be made for variables besides tem-
perature and for any period other than JJA without loss of
generality, including single-month periods. It is also possible
to define alternative very large structured sets based on other
probability quantiles besides the two used here, 33.3% and
66.7%, and on other systematic manners of duplicating the
original scenarios.
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APPENDIX III. NOTATION

The following symbols are used in this paper:

A, = set of indices of scenarios containing average air tempera-
ture for period g in the upper third of its 1961-90 range;

a, = a priori climate outlook probability setting for average air
temperature for period g in the upper third of its 1961-
90 range;

at-I = coefficient in kth equation on ith weight (for ith scenario)
in Eqs. (15), (17), (18), (19), and (20);

H, = set of indices of scenarios containing average air tempera-
ture for period g in the lower third of its 1961-90 range;

b, = a priori climate outlook probability setting for average air
temperature for period g in the lower third of its 1961-
90 range;

C, = set of indices of scenarios containing average precipitation
for period g in the upper third of its 1961- 90 range;

c, = a priori climate outlook probability setting for average
precipitation for period g in the upper third of its 1961-
90 range;

D, = set of indices of scenarios containing average precipitation
for period g in the lower third of its 1961-90 range;

d, = a priori climate outlook probability setting for average
precipitation for period g in the lower third of its 1961-
90 range;

ek = selected weights sum limit in kth Eq. in (15), (17), (18),
(19), and (20), corresponding to an a priori climate out-
look probability setting;

L = objective function (the Lagrangian) for an unconstrained
optimization reformulated from the objective function for
a constrained optimization by incorporating the con-
straints;

m = number of a priori settings associated with climate outlook
information to be used to constrain the operational hy-
drology outlook;

N = number of duplicated scenarios in the hypothetical very
large structured set used for statistical estimation in the
operational hydrology outlook;

NL = number of duplicated scenarios, in the hypothetical very
large structured set used for statistical estimation in the
operational hydrology outlook, which have TJlAS TJlA.O.333
in Appendix I;
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Nu =number of duplicated scenarios, in the hypothetical very
large structured set used for statistical estimation in the
operational hydrology outlook, which have TJlA> TJlA.O.667
in Appendix I;

n = number of scenarios available for use in generating the
operational hydrology outlook;

nL = number of scenarios, available for use in generating the
operational hydrology outlook, which have TJlAS TJlA.O.333
in Appendix I;

nu =number of scenarios, available for use in generating the
operational hydrology outlook, which have TJlA> TJlA.O.667
in Appendix I;

P[] = probability of the event in brackets;
P[] = relative frequency in a set, of the event in brackets, used

as a probability estimate;
Q,= total precipitation over period g;
q,,/ = total precipitation in period g of scenario i;

r, = duplication count for ith scenario in the original set of
possible future scenarios for the hypothetical very large
structured set;

~ = estimate of variance for variable X;
T, = average air temperature over period g;
t,.1 =average air temperature in period g of scenario i;
w, = weight applied to ith scenario in the original set of pos-

sible future scenarios for calculation of statistics for an
operational hydrology outlook;

X = a meteorological or hydrological variable;
xf = value for variable X in kth duplicated scenario in the hy-

potheticalvery large structured set of N scenarios;
x7 = value for variable X in ith scenario in the original set of

n possible future scenarios;
x =estimate of mean for variableX;

y~ = mth ordered value for variable X, corresponding to kth
duplicated scenario in the hypothetical very large struc-
tured set of N scenarios;

y; =jth ordered value for variable X, corresponding to ith sce-
nario in the original set of n possible future scenarios;

9,.~ = reference total precipitation 'V-probability quantile for pe-
riod g;

~k =Lagrange multiplier, representing the penalty associated
with violation of the kth constraint equation in the opti-
mization;

E., = reference'V-probabilityquantile for variable X;
T,.~ = reference average air temperature 'V-probability quantile

for period g; and
{} =set of indices of scenarios.






